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Abstract

Various forms of digital identity increasingly act as the basis for interactions in
the “real” physical world. While transactions such as unlocking physical doors,
verifying an individual’s minimum age, or proving possession of a driving li-
cense or vaccination status without carrying any form of physical identity doc-
ument or trusted mobile device could be easily facilitated through biometric
records stored in centralized databases, this approach would also trivially en-
able mass surveillance, tracking, and censorship/denial of individual identities.
Towards a vision of decentralized, mobile, private authentication for physi-
cal world transactions, we propose a threat model and requirements for future
systems. Although it is yet unclear if all threats listed in this paper can be ad-
dressed in a single system design, we propose this first draft of a model to com-
pare and contrast different future approaches and inform both the systematic
academic analysis as well as a public opinion discussion on security and privacy
requirements for upcoming digital identity systems.

1. Introduction

Digital identity is currently a highly active topic both in research and commer-
cial implementations: frameworks like STORK [29] and FutureID [8], the eIDAS
regulation [5], or Blockchain-based concepts like Blockstack [1], ID2020 [16],
Evernym [6], or serto (formerly uPort, [26]) have explored or are working
on the creation of digital ID; protocol standards like WebAuthn [11], OpenID
2.0[25], OpenID Connect [23], Verifiable Credentials [28], MLS [22], or projects
like SPRESSO [7] define specific ways to use digital ID in various digital services,
each with its own threat model; and first international standards like ISO/IEC
18013-5 for mobile driving licenses [17] will be released soon.

We hypothesize that the next step will be transparent, background use of dig-
ital ID without explicit user interaction—that in the future, individuals will be
supported by infrastructure components in validating those attributes of their
identity required for each particular transaction without having to carry any
other identifying documents, tokens, or devices. That is, that the current state-
of-the-art of personal, trusted, mobile devices will be augmented by increased
use of infrastructure devices such as wireless cameras, microphones, or other
biometric sensors; a trend that has already started with the proliferation of
shared voice assistant devices. General security and privacy requirements for
such infrastructure based physical-world authentication are similar to previ-
ous work on digital ID on smart phones (e.g., [2, 9, 10, 12, 13, 14, 15, 19, 21, 24]
among many others), but need to be extended to better hide meta data cre-
ated by the verification of IDs when those verifications are performed on the
global internet instead of local wireless links. To clarify this particular threat,
we explicitly assume global passive adversaries capable of monitoring a sig-
nificant subset of all internet traffic. On all layers of the networks stack (from
MAC through IP up to application layers), unique identifiers therefore need to
be avoided, which requires updated threat models and communication designs
compared to close-range, local-only communication as assumed in many cur-
rent standards.

In the following, our main contribution is the first step towards a complete
threat model for this hypothesis of future decentralized, shared, global au-
thentication systems. To better ground our threat model, we first define our
terminology and a varied set of motivating scenarios we assume will need to be



Towards Threat Modeling for Private Digital Authentication in the Physical World 4

addressed. Note that our proposed threat model is independent of the specific
system architecture and implementation, and can be applied to both central-
ized and decentralized approaches, wired as well as wireless.

1.1 Terminology and Context

We start by introducing stakeholders and clarifying terminology so that we can
discuss our threat model in a well-defined context.

Individual: A subject for which digital identities are managed. This is the main
group of users.

Identity: We directly re-use the definition from Opencreds [27]: “An identity is
a collection of attributes about an entity that distinguish it from other entities.
Entities are anything with distinct existence, such as people, organizations, con-
cepts, or devices. Some entities, such as people, are multifaceted, having multiple
identities that they present to the world.”

Attribute: A data item describing an aspect of an individual’s identity, e.g.,
name, date of birth, template of a face or fingerprint, employee of X, license
forY, etc.

Claim: A statement about the value of an attribute.

Proof: Information enabling the verification of a claim in the context of a par-
ticular transaction.

Credential: Asetof claims (and their proofs) in the context of a particular trans-
action.

Sensor: Devices sensing attributes about individuals, e.g., biometric sensors
(fingerprint, camera), location (e.g., WiFi/BT devices in range), etc. Sensors
are assumed to register in public directories for discovery and transparency.

Verifier: On an abstract level, an entity that verifies attributes about an individ-
ual for specific transactions (also called a relying party). In practical set-
tings, we distinguish between: (i) a verifier endpoint that is a specific de-
vice/instance used in a particular transaction for verification purposes (e.g.,
aparticular payment terminal); (ii) verifier domains that operate and rely on
one or more endpoints (e.g., the store organization).

Issuing authority: A (third) party trusted by a verifier to define attributes of in-
dividuals (root of trust for verification of proofs).

Transaction: An interaction between an individual’s digital identity, sensor(s),
and a verifier.

The main stakeholders are individuals (whose privacy and data security need to
be protected), verifiers (who need proof of identity attributes secured against
fraud) assisted by sensors (to map individuals to attributes they present), and
issuing authorities (who help individuals to prove certain identity attributes
and are at least partially trusted by verifiers). We assume verifiers and sensors
to be decentralized and not controlled by or dependent on any single point. Is-
suing authorities are assumed to be centralized in the sense that they are con-
trol points for certain domains of identities (such as citizenship), but that there
exist multiple independent authorities per domain. Specific systems architec-
ture may depend on various central components, which influences their resis-
tance to the threats we try to structure in this paper.
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Note on centralized vs. decentralized A clear definition of decentralization is
difficult, as it depends upon which parts of the (trusted) infrastructure are con-
sidered to be part of the system under analysis. Our current draft definition
of centralization within the scope of this model is loosely “a single point of
control that could be abused for surveillance or censorship”. If there are suf-
ficient technical (in contrast to policy) safeguards that make such a point un-
abusable even if a single party controls it, we would consider this sufficiently
censorship-resistant (one of the goals of a decentralized architecture); con-
versely, a distributed system that could still be easily taken over by a well-
resourced adversary (governments and 51% attacks included) would be con-
sidered non-resistant and therefore unfit for some scenarios. Depending on
the scenario, the notion of federation may be more useful or appropriate than
a quest for strict decentralization (pending an agreed-upon definition): if in-
dividuals are able to easily transfer their digital identity services to another
trusted provider, the threat of centralized control can already be mitigated to
a certain extent (but not necessarily prevented if a single or small group of
providers reach market dominance).

1.2 Example Scenarios

Based on an example described recently in [20], we suggest the following sce-
narios as thought experiments to span a wide range of use cases for digital au-
thentication in physical-world transactions:

® Physical access control (opening doors and gates) is one of the simplest sce-
narios and often requires only proof of group membership as an attribute
of an individual’s ID (e.g., being an employee of a company).

® Proof of age is often needed e.g., to enter certain locations or for being eli-
gible for purchases or services. This is also one of the outlined scenarios for
privacy-preserving identification in the upcoming mobile driving license
standard [17], as it requires only the age attribute and proof of association
to the individual.

® Time-based public transport tickets such as monthly or yearly subscriptions
do not require any further identification than possession of a valid ticket.
This scenario is particularly challenging from a privacy point of view, as
the verifier domain of the public transport organization might be able to
associate start and end points of journeys over time if any meta data leak-
age occurs on any of the layers. Pseudonymization has long been shown not
to be effective in such a scenario [18], and therefore true anonymization of
every single transaction is required against the threat of linking transac-
tions.

® Physical ID checks usually involve presenting a physical identity token to an
authority. Typical examples would be driving license verification or cross-
ing aborder. In many cases a verifier does not require all the information on
an identity token, but only a selected subset, which could easily be wrapped
in a transaction-specific credential.

B Vaccination status verification is currently a contested political topic. As-
suming that vaccination or other medical test results need to be presented
for certain activities, proof of safety is the primary attribute, and transmis-
sion of other personally identifiable attributes should ideally be avoided.

® Enrollment at a public university is the most complex scenario we are cur-
rently considering, as it requires a mix of attributes from many issuing au-
thorities (e.g., the last school), but only proof of possession of some att-
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ributes (e.g., having passed the university entrance diploma, but without
details on grades).

2. Threat Model

For authenticating individuals in a distributed system, many different parties
have to interact, often with minimal mutual trust and partially conflicting in-
terests. Therefore, we group the threat model by those parties and list threats
to each. Note that some of the threats are based on our hypothesis of future
infrastructure based authentication (as opposed to personal, trusted, mobile
devices as are currently assumed for the mobile driving license standardiza-
tion) while others apply more generally to digital authentication and identity
systems.

2.1 Threats
2.1.1 Threats Against Individuals

We define threats against individuals as issues that affect an individual in the
physical world. We found that all threats against components of digital authen-
tication ultimately lead to a threat against either the individual or the verifier.

I1 Privacy loss: Data has proven to be one of the most valuable resources of this
century. If private information becomes available to unauthorized parties,
they could use it for manipulative marketing, blackmail, etc.

I2 Identity theft: Digital identity information has to be linked to individuals. If
that link is compromised, attackers acquire the capability to impersonate
other individuals.

I3 Identity loss: Individuals depend on their digital identities for various pur-
poses. If they lose the ability to prove that a digital identity is linked to them,
they lose access to granted rights and paid-for services.

2.1.2 Threats Against Individual’s Digital Proxy

Individuals’ attributes are digitally represented by proxies (also called
“holder” devices) in various forms, e.g., on their mobile device or on a hosted
cloud instance. Those representations are also subject to specific threats:

P1 Attribute disclosure: The main function of the digital representation is to
provide attributes to other actors. If any actors can receive attributes they
are not authorized to know, the individual faces threat I1. Since an individ-
ual should remain in control over their personal data, the disclosure of att-
ributes to an authorized individual is explicitly not considered a threat.
Note: Disclosure or modification of any data based on coercion and other
pressures is not a threat against the digital proxy itself (because the com-
mands would be issued by a correctly authenticated individual), but a direct
threat to I1 and I2.

P2 Denial of service: Any disruption of either the operation or the network nec-
essary to reach the digital representation leads to I3.
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P3 Data modification: Individuals and their identities change over time and
so must their digital representation. Malicious use of that capability could
cause storage of wrong attributes or modification of existing ones leading
tol2 orI3.

2.1.3 Threats Against Operators of Verifiers (Verifier Domains)

Entities that rely on verifiers to trigger actions in the physical world also face
threats:

O1 Fake identities: If a verifier can be tricked into accepting a forged credential,
operators can no longer rely on the identification made by their verifiers.
This would give all users a possibility to deny their actions.

02 Denial of service: If organizations rely on verifiers for their business model,
any circumstances that render their systems unavailable causes immediate
financial loss.

2.1.4 Threats Against Verifier Endpoints

V1 Denial of service: Any circumstances that make it impossible for individuals
to successfully interact with a verifier impacts both the operator (02) and
the individual (I3).

V2 Forging/modifying attributes: Due to incomplete or otherwise insecure veri-
fication of issued attributes, it might be possible to trick a verifier into ac-
cepting attributes that have not been issued by a trustworthy issuing au-
thority leading to O1.

V3 Combining cross-identity attributes: Multiple individuals could combine att-
ributes to trick a verifier into assuming all those attributes belong to a single
individual (01).

V4 Internal compromise: Attackers could gain access to information used by the
verifier to identify itself (such as private signing keys), allowing them to
operate a rogue verifier (Adv3).

2.1.5 Threats Against Issuing Authorities

A1 Spoofing of identities: If an issuing authority wrongly identifies an individ-
ual, a valid link between one person’s digital identity and another person’s
real world interactions can be created, leading to I2 or O1.

A2 Modification of attributes: An issuing authority could be tricked into updating
anindividual’s attributes incorrectly, for example by leveraging methods of
social engineering, leading to either I2, I3, or O1.

A3 Re-use of outdated/revoked attributes: If an attacker got hold of such attri-
butes, they could still try to use them in order to be identified as another
individual by an issuing authority, leading to I2 or O1.

A/ Leakage of attributes: Issuing authorities have to store and process private
attributes of individuals. Consequently, there is a possibility that an issuing
authority is tricked into revealing these attributes to attackers, leading to I1.

A5 Internal compromise: Malicious actors can gain control over the issuing au-
thority infrastructure resulting in a rogue issuing authority (Adv4).



Towards Threat Modeling for Private Digital Authentication in the Physical World 8

2.1.6 Threats Against Sensors

S1 Spoofing/manipulation of sensor input: Attackers could attempt to fool the
sensor into reading wrong biometric data — for example by creating a fin-
gerprint dummy or a face mask — leading to I2 or O1.

S2 Spoofing/manipulation of sensor output: A man-in-the-middle attack could
intercept, modify, or replay information transmitted by the sensor, leading
to12, I3, 01, or 02.

S3 Denial of service: If a sensor is unable to communicate with the rest of the
infrastructure, individuals cannot use them to authenticate to verifiers (I3
and 02).

S4 Internal compromise: Physical (or otherwise remote) access to sensors could
be abused to take full control over a sensor without other transaction par-
ticipants noticing. This effectively turns the sensor into a rogue sensor
(Adv1).

2.1.7 Threats Against Sensor Directories

We assume that sensors are registered in a public directory. We expect this to be
public, because in our vision, privacy should be reserved for individuals, while
infrastructure is designed to be as transparent as possible to generate trust.

D1 Flooding: If the public sensor directory is filled with fraudulent entries, it
canno longer serve it’s function of supporting discovery effectively causing
I3 and 02.

D2 Denial of service: The sensor directory could be prevented from answering
requests, for example by disrupting network traffic, leading to I3 and 02.

D3 Loss of control: If a malicious actor can fool users into distrusting valid sen-
sors (see S3, and in turn, I3 and 02), or can gain control over the sensor di-
rectory, the directory becomes a rogue sensor directory (Adv2).

2.2 Threat Actors

Here we define adversaries that are responsible for the identified threats.

Advi Rogue sensors can send incorrect biometric measurements or (see I2, O1)
steal biometric information. Either by logging measured biometrics or by
tricking PIAs into revealing information about their internal biometric
data (I1).

Adv2 Rogue sensor directories can aggregate data about which sensors are used
by whom (I1) and can control which sensors are trusted, potentially caus-
ing 12, I3, O1, or 02.

Adv3 Rogue verifiers can try to request attributes without actually needing them
(I1) or can deny access to authorized individuals (I3).

Adv4 Rogue issuing authorities can issue new or modified attributes for an in-
dividual (including coercion e.g., by legal or governmental action), which
canlead toI2 or I3.

Advs Active local adversaries have direct physical access to the digital infras-
tructure involved in a transaction. Some of the threats they pose must be
tolerated (for example the fact that they can deny service by disabling or
damaging the infrastructure).
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Advé6 Active remote adversaries have only remote access to the authentication
infrastructure. They try to exploit both the protocols and their implemen-
tations used by sensors, verifiers, digital representations, etc.

Adv7 Active network adversaries have full access to one or several network links
used during transactions. They try to capture, replay, insert, or drop parts
of a transaction.

Adv8 Passive global adversaries are assumed to have access to all Internet com-
munication but not the internal state of other parties. They can use any
identifiers in network communication to link interactions leading to I1.

2.3 Preliminary Evaluation

Many of these threats are not new in themselves, and many have already been
solved for particular contexts. E.g.:

®m Cryptographic techniques such as attribute based credentials (ABCs) [4]
can provide selective disclosure of attributes together with unlinkability of
signers (and thus anonymity for individuals as attribute holders) — if ap-
plied correctly (and in a usable way, which is still a largely unsolved side
issue), this can (at least partially) address I1, P1, O1, and V2.

m The digital proxy being transparent about its actions on behalf of the indi-
vidual can be used for obtaining informed user consent to continued par-
ticipation and enable informed public discourse.

m The possibility for users to delete specific data their digital proxy stores
mitigates threats of coercion and other pressures to disclose data about in-
teractions that is stored for transparency. This protects I1 at some cost to
transparency.

® Local biometric authentication, e.g., fingerprint sensors in smartphones or
human personnel at the verifier end as assumed in the upcoming mobile
driving license standard [17], addresses binding identity attributes to indi-
viduals (12, 01, A1, and S1). However, once those sensors become integrated
into the environment and are no longer fully trusted by either the individual
or the verifier, existing methods fall short of practical solutions.

m Network privacy technologies such as Tor onion routing can address con-
fidentiality threats posed by passive (or active) global adversaries (Adv8) at
the cost of increased latency and decreased availability and scalability.

® Hardware root of trust approaches such as secure/measured boot schemes
with remote attestation (e.g., based on DAA [3]) — if and only if coupled with
transparency on running software stacks — are a step towards addressing
insider threats against distributed devices such as sensors (S4), but do not
currently help against internal attacks at semi-trusted organizational en-
tities like issuers (Adv4) leading to data abuse (A4 and A5).

Unfortunately, supporting a combination of attributes from different issuers
without the risk of forging the mix (V3) seems practically unsolved, similarly
to the practical necessity of updating attribute values due to changed individual
circumstances and corresponding threats P3, A2, A3.

We are also unaware of practical mitigations against the different denial-of-
service threats I3, P2, 02, S3, D1, D2 and many approaches seem to be less suited
for scaling to a global population of individuals and to an open-ended set of
issuing authorities and verifiers from a performance point of view, explicitly
including network communication latency for interactive protocols.
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3. Position on Future Work

Tackling all these threats in a single, distributed systems architecture is hard.
Ideally, we would be able to construct a zero-trust cryptographic protocol to
prove that a sensor has taken a reading that matches a (e.g., biometric) tem-
plate stored at the individual’s digital proxy to a third party (the verifier) with-
out any of those parties learning more than they need:

m the sensor should not learn more than the current reading, i.e., not which
identity it is matching, and not where this statement of a match is used (at
which service it is presented);

m the verifier should learn neither about the biometric template nor the cur-
rent sensor reading, but should receive unforgeable proof that the individ-
ual wishing to consume a service possesses the required identity attributes
(without necessarily learning the exact value of the attribute itself); and

m theindividual’s digital proxy (where the template is stored) will learn where
the identity is used (and knows all their digital identity attributes, of course)
but should not learn anything about raw sensor readings referring to other
individuals.

We argue that, considering all the threats discussed above, the minimally dis-
closing, secure statement provided by an individual (but effectively issued from
an individual’s digital proxy) to a verifier should be something like:

“I have a valid credential signed by an authority you trust, and this
particular statement about the credential® holds and I have a state-
ment signed by a sensor you trust that it verified that I am currently
there, matching another attribute of that same credential®.”

That is, one ZKP (zero-knowledge proof) on the credential (without necessar-
ily revealing any unique ID) and another ZKP on being recently authenticated
by the sensor (again without a unique ID) uniquely linked together, but only
within the scope of the current transaction and not generating linkable meta
data that could be correlated in past or future transactions (even between the
same pair of individual and verifier and under the assumption of collusion be-
tween issuing authorities and verifiers). Unfortunately, we are unaware of a
protocol construction with these properties that does not imply hardware root
of trust assumptions at this time, and propose that the search for such a pro-
tocol would be worthwhile for future digital identity systems.

4. Conclusions

We proposed a first threat model specifically for the upcoming, increased use of
digital identity for physical-world transactions. We envisage a decentralized,
distributed biometric authentication system to support individuals in their
daily interactions without carrying physical identification documents or de-
vices. While no such system exists globally at the time of this writing, we urge
future systems designs to address as many of these threats as possible.

We specifically note that various threats are in conflict with each other based on
different parties’ interests (e.g., security against spoofing biometric authenti-
cation through multi-factor authentication vs. unlinkability of transactions),

'E.g., “Iam over 18” or “I have a valid travel pass for this month”.
2E.g., face detection passed with a certain threshold.
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and completely mitigating all of them at once may not be possible in a single
construction; systems designers will have to balance these conflicting inter-
ests or decide to accept some threats—possibly only for some scenarios—in
favor of mitigating others. Our proposed threat model can potentially be used
to declare how future systems choose those balances.
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